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Abstract

With the rapid development of cloud computing, serverless computing has emerged as a
new cloud-native paradigm and has gained wide adoption in both industry and academia due
to its pay-as-you-go pricing model, elastic scalability, and zero-operation overhead. How-
ever, as application scenarios become increasingly diverse, existing serverless architectures
face severe performance challenges when handling I/O-intensive workloads. Mainstream
serverless platforms typically adopt a resource allocation strategy that linearly couples mem-
ory capacity with CPU compute power. To obtain sufficient computational capability, tenants
often have to over-provision memory, which leaves a large fraction of the allocated memory
idle during execution and results in significant resource waste. This mismatch between re-
source provisioning and actual demand not only increases user costs but also reduces overall
resource utilization across cloud platforms. Therefore, without changing the existing pro-
gramming model, exploiting and utilizing these idle memory resources to accelerate file I/O
while achieving cluster-level load balancing becomes a critical problem in current serverless
computing research.

To address these challenges, this paper proposes Ephemera, a serverless storage opti-
mization architecture that integrates dynamic memory management with cluster load balanc-
ing. This architecture aims to transform underutilized memory on compute nodes into high-
performance temporary storage and to achieve aggressive storage performance optimization
through a layered and cooperative design. To meet the demands of complex serverless com-
puting workflows, our design satisfies the following three design goals. First, this paper
aims for transparent memory I/O integration. The challenge involves seamlessly integrating
this functionality without requiring users to modify their existing codebases. This complex
process entails intercepting I/O APIs and converting disk-based file access into memory-
based operations while maintaining backward compatibility with various function execution
environments. Second, this paper focuses on heterogeneous task resource synergy, which
presents challenges due to the varying memory requirements of different instances. Achiev-
ing efficient memory sharing among heterogeneous instances (such as CPU-intensive versus

I/O-intensive tasks) optimizes resource utilization and improves overall performance. Fi-
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nally, this paper emphasizes harmonized cluster workload orchestration, which addresses the
challenge of maintaining in-memory file system effectiveness at the cluster level. Balancing
workload distribution across cluster nodes prevents resource contention and ensures optimal
in-memory file system performance by avoiding the allocation of homogeneous workloads
to a single node.

Here are the main contributions:

* At the function runtime level, this paper designs and implements a transparent
Runtime Daemon. This component resides inside each function instance and takes
over file operation requests from user code through system call interception. It con-
structs a lightweight in-memory file system in user space and seamlessly redirects read
and write operations originally targeting disks to memory via memory-mapped I/O,
enabling zero-copy data access.

* At the single-node level, this paper proposes a tenant-isolated dynamic memory
sharing mechanism. To handle heterogeneous workloads co-located on the same
node, this paper designs a Tenant Manager to coordinate resource allocation. This com-
ponent introduces the concepts of a “harvesting pool” and an “allocation pool,” pairs
CPU-intensive tasks with surplus memory and I/O-intensive tasks that urgently require
memory, dynamically harvests idle memory, and reallocates it to I/O workloads. This
design enables fine-grained complementarity and cooperation among resources within
a node.

* At the cluster scheduling level, this paper builds a global load balancing Clus-
ter Controller based on resource profiling. To optimize resource allocation at a
larger scale, this paper introduces a Cluster Controller with feature-awareness. During
function deployment, the Controller collects peak memory usage and I/O access char-
acteristics through trial executions and constructs accurate resource profiles for each
workload. During scheduling, the Controller considers real-time memory watermarks
and allocated quotas of each worker node and dispatches tasks to the most suitable
nodes by minimizing the supply—demand gap.

This paper implements a prototype of Ephemeraand conducts extensive evaluations.

The results show that, compared with traditional file systems, Epheme raachieves substan-

tial performance improvements for I/O-intensive workloads. In terms of end-to-end latency,

v
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the system reduces average file operation time by 50%, and in ideal scenarios with mem-
ory sharing enabled, latency reductions reach up to 95.73%. Moreover, the experiments
demonstrate that this architecture significantly improves cluster-level memory utilization un-
der multi-instance concurrency, while introducing negligible runtime overhead, which con-

firms its practicality and value in real-world production environments.

Key words: Serverless Computing, File System, Resource Harvesting, Resource Scheduling
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AR PR A 2 et AT A A L SR SR T AP A oA — ELA I 2 P A XU
DREEAL ] WA e 44 B BERAT B TEA A f i B R e 1, TR RE S 24 Z B K
ERE. P
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34 HREEEBSEEHE

TEZ T IR SS f TC RGN S F-G rb, g e 4 Jr LA 1 R RE RR B0 K L P 2%
TR A ST, oA R MR /8 PR B A A TR, 2 AR STl i 5
R — NI, ARSESERERT G A TR AL, W AR SR
PN R R P A T 48— B B B 3R

F G N — AL BE— A ME— X M A SRR g S ), AR A B
T4 R G N R R A B 5075 . AT B, 420 3 AR AY AL 7 i g
PRRU SIS R I T B e T RIS, O i e S (L BE i Rcdl . FE R B L
il e A PR VR BEAS IR 2 £ pRACRR AL 5 4517 RO SN SRR DL, R B R i Rk g
KB A BT, (AT AT B DR SRR R PN A 1) SE A s AR = S A A

34.1 FHESHTIRR

AL 73 I ASE R 07 D7 o A RTINS, Xk o R0 SR 8 AT S AT R G AR
BV AIC T . B iz I AR R 45 2R, R GERENS A e G BN HE Y
PWAF R RS ST VAR AR IR, AT A S 252 64 SR AR A R R o A7 L Sk SRR A
Wi o

B, FRUE AR T 2 B R B E ML A2 AT 5N AR SRR AT
(S A SO RS o AEAR 55 L IEIIT S-S b eRB BEIR A R S
NBHEHAE IR 5 o b G SO B — g A B ARG XUBS: , R AT AR B )
PR 2 AR R AR, X R AR B T 2 0O T T FEZ TR,
RGPS E P KB — 8 AU TR A SEBr A O M, 2 R A5 1)
FARE SR

TEATRNNRIZ T 78 UG, FRAE 2 FrA R AL 21 1) 22 PP T 175 T Hh e 43 95 U0
Fes i i — AR B AE R . X R 12 pR B S i A7 2 A P A SR 6
ERRAETE, RS TAR GBI DALY 5 AR A B Rl o 2 Hh N 1 225 B
e L R B LN B A B K SHRIHAE T TE , AT DAE— R AR 7 It iy A UL J5
SR AT HULYE AT AR TR R E B A - B30 55 2% Wit S A A I AR
AL AU

FARMTS , FAE D AEEN AR BOC R A I AR —Ir 2 R AR B i
M E R, o —Tr s Tl A U5 B SR i o R & FERGE T, sRAK
7 B 1) ST A RSt T AR A S E R GE AT ) o PRLIEE, 2450 R 50
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3k 3.1 TAE I - ic
Input: 1£55: WIS Tim, BRWNIFEIE Toems T T RNAERE] Nim, WAE5S
B Nattoe, PARRINTERTKE Nreg
Output: £ {75 5 optimalNode
1 Function SelectOptimalNode (task, nodes) :

2 candidates «— {} // #EMFELET LEAL
3 for node in nodes do
/] ER ERRBEERTHRES RA

4 if node.Ny;,, < node.N,,. + task.Tj;,, then

5 ‘ candidates.add(node) // Hu NE% % ¥

6 end

7 end

8 if candidates is not empty then

9 optimalNode «— null

10 optimalScore «— —c0

11 for node in candidates do

/] WEFRL: BEAFFRELTZE N R E

12 score < —|node.N,.q + task . Tyem — node.Ngjjoc — task. Tiiy|
13 if score > optimalScore then

14 optimalScore «— score // BEHEE L
15 optimalNode «— node // C&& LT &
16 end

17 end

18 optimalNode.allocate(task) // $HATHE

19 return optimalNode
20 else

21 returnnull // L7 HF &
22 end

23 End Function

PRBE DR SR AEAT PRSI, 75 2 (7 P 255 1 R 50D A7 P W A S A A 300 ) 35 17 14
SRRSO B AR . T P A T DAL Ay 12 R BT e PR i 155 00 T RE ] F) N5 5
R, i EEACERR SR A B R S — I S

FE R BRI S8 R T 2 e, SRTFER il i S X 28 7 A 45 2R pR BSObR TR S Bk
Ao RS EE— U RRECIR I BRI, 8] AR R AT DA B $2e 2 90T B R 50 5 Y
B, M JCTE PRI T BT, AT P AR 2 R SR ) 6

342 FEER

S A 17 S A BRHOU P B, BE TR A TR 1 1 5 507 VA A %
AN ST ORI, R R A R B AE i s AT, DR s BT R
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VRS B AT A2« FEA ST S NAEBR B A AT B T, AT 5 N AE L S B 5
SRZ A ZE PR W] BRI, A TIAE SR A Bl P S BRI A e AL TR R &R

2 A SRRSO A SR BRI, ] B e A48 1 P RS 2R % R B i
AEA AT A B ERAE S, o adE: RO AR S ERR T (RIS RZREL
IR LRI I AFRIRE ), DARARTERFAE AT IR A I B R S B I AE B & Tonemo Tnem X
W1 R S LR AT o i A SR 1 S B AR SO ) B R sk R

Wi, A B TR BEPPA  BT AR T A R IR . TR AN R, TR
BLERAESP I S BT AR LA A -

o AT BR T Ny, BT 5500] TR BRI SS 25 0B 5 R B0 T N

PSS ¢

o AT B AEA LR Naoe , 3R 4120 FLA 1% B LA 55 A8

JEZR, BT BB TS Tim Z

o WRME N KE Neeg, FREETRAE TS RARE L S EFTA 551

SEBR NAETR K, RIS AT 55 X I Tem Z H1

AR idME BUG, VAR S AR L T ik e A A 45 B . BLAT
B, R REAMEEAT S, WERAER ML TS B AR LB T IATZTT R 50 B
25, 233 Natioe + Tiim FEIETT 80 E PIFERR G Niin ,  WHZAT SN TCE R AR
R, FEARSHEABIEE S (17 34T 7). XAy, W] AR PR AT Al v
T AR B AN S 58 AT A A7 FR

X T AR A, TR BRI R B T P R A SR B AR .
I, RRSCRA T B IMENFALTR 22 ME WRms, BIFERE— Ak 1y s b, A
PHUSTERR AN FAT S5 2 )5, % R S N LR 5 SN AR TR SR B (R 4 X 254H -

|(Nreq + Tmem) - (Nalloc + Tllm)| (34)

HHA, Neeg + Tpem FREPLSF MAJGZTT B TR, Nanoe + Tiim F7RIKNY
RS R NFRUE (1T 12) . BB T R Y AP B R 22 (E /MY
TR R (17 1347 16) o X— RSB EET: 4T N L&
FISEPR TR Gy, WERESR 7R AR, SURRAR TR R A7 AS R XU
A7 BT A R R A SE BTN 31

MR, PR BE T TAAE Y S AP ZE LRI T, RATRESE /NS A
PRI B A e 5 LSS TR SR Z A RS, AT g SR A P — SR N A A BRI 2R
5 IEIR N, R EERL A E S o S B (75 RS 24 B BR Y ST — IR A R AT 58
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I RVAE R, PRI 52 % BE R B AR I o Y OB JRS , RS
PRI AR 2R, RENS RS U b A MU S AR BRI 0 A 2 18] JEE FE AR 11 22
Ko

A S SRR I R AT S TR AR ] AR, AR G R AR 3 B B Sk m]
FEMBTIRIEAR , A R RO B B B X SR 51 R B RAS A TR AL TR - A
SRRt 50 T R i, R VAR H AT R R A8 B BT B 1Y
PR BEERE_EIT R RN N AF L SR S, AT A “SR RGO BE R + 35
PANKLEEIL S B PR PR R o

3.5 AEREING

AE ] S8 R G REAR T, AN [R]JZ YO 5 S LA S L Hiv R) AR I =Nt AT T &
SR T4 -

H5G, RGN N TARRAARAR AR, MRS T RGBS 5 ¢
BRI AR, UHTT ATAEBUA I 55 A8 ol ST B R BRI B 5 AT AR SC
PEARGE, IR EUY VO A5, (R hiE a3y MR A8 B AN SR il s P ) LA,
SCBUM B 5 B 4R R A B P R

WiJe, FEA G 2 s TSP RERR oy, AT T ERE AT R B TR 55
B SPAPRERR LR . RSP OSTAE AN BN PR B R TR T, W SR RS
PR BEATIE A S FE 1], R0 5 1) 4w B el vl eI AE N AT SR RS
HAE M AR P ORSR  5 P Eas T INAR , ATTPRUEZR S8 14 2 PR AR AR o

HE, AT RUZ R By, ARG IR TAE S I R Ay
TORMEER T, AT G — A A A8 PR S BT R N A B IR S b i S 3
AL R AR BRGSO AR A5 R KU TR R 5 58 iz A IR 20 AN R
it Rl USRI AR, 55— Y SRR A IR D T I A PR L
LIt [ W AR ) S A5 8], 3l S S M 1 eR B A T, AR RE -5 A e M Ta) A
e

e, TESERER T R SRR a0, AT 1 0 21 R RS
VR BE SRS o i SR — (AL ECE SR A SR 2y, R GEE b BN AR A
BB pR R AT B e IR R A T, R B B b R BE R A pR A IR K S 4
TR T N A TOECIRES 52 1OW BRSO SR A 1Y 0 i o IR T o SR P R
J7 RAEA TR W NAF IR B A5 R, G/ NS T RN eSS SR Fr 5 R Z [ Y

36



Y5 3% el N 2 T = S VA 98 ¥ 3% Ephemera RHEKIT

ZEBE, SCPRAETHE I B PN SO 3 A 1) B R A

Zi k., ABMESNATIS W AE PRI =2, WE T E A
MRS SRR RS 05T 4 Rt T i R RO S B IR A B, 1 R AR
BARIEA I AAFIC S S ORI LE], AR Is T I <4 JERR LR A% 58 1O B4 i)
NAFIIE . A ZAPEIERIVE T, o Ja 22 58 3 R0 A IO 1/O I MIH BE I Ak B2
TSR R G
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254= Ephemera R

AV SGE 2 3000 F7R IS5 I T Ephemera B RS, BRI, BF7F
SRR CIES S, DMETE R G b AR R B AL P B AL S Bt 2 ) e
Jif Python SEBY, | HL 7 ARG TEVE 5 4 B RO RRAE S PIETF & . MLAh, BRYGEFTiRE
Pt P Docker 15 57 IR (0 R BSYD A, DATEAE TSR 8 A2 B 5 990 R 45470
16 PR SEIAERE [, AT N TR A FEFETT KR4 4 56 b 4L fry S 340
W, WG E, I R RO B ST B 2, BB ERR 5 S R
TR ST . BEJS, Sl M AE AT PR SO, 3G SO .
F mmap BT SCHE RS 5 AU . B, 3 28 th i s UL P B 5
B, TR R AR . 28 R 405 AR IR . B, Sl
PERAEREFE R B IS0, AT AT AT S R R O R A M 5 e B

4.1 FEEASTE

A Z B B BB AL T TP IR 45 4% TE BB/ OpenWhisk P s 21
SRR, SR IR 5 RS 2SR T4 BBt DA ST B SR VA 55 5 HA
TR, i BAFTR . RGP T RS R BEER R A B EOR
SRAEAZIGE— AT o AR L0 I A0S Bk B LR R 1 56
FOE R, ARATEC T S 0 B BRI . SRS VERRR S ., TR S ks
S ELAR AT IC, BRBh e . [, A BIERRE 03 B B v VA I B TR
&, AEVE SRR SR 4 2

BRI v T B BAT A B o T — VO BRI R
B SRR LI BB ATEREE P AN PR P SRR AY , 52 O B B f 1
A SR ACHET 390 1B 2 R i AR i 1 B . Sh SR 1 A AT
SR A AGE AT R 5 RO | RS L RR RS — TR I B RS, DA
R TRR . SST AMT R S AL,

TEARRAIE /T, BRGAAE2 R ST @ L, DARIERR
LR R SN R GTF Y . BRI 5 bR AL 2 [t — o i 4 4
SERC I EBE B AT T 1 i 45 7 T2 05 0 R 5 0k DA B B 75 Py 2 R o

@D  https:/github.com/apache/openwhisk
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SREEEAN
. |
FEARIER/ EEIARIER/
NEEHRIER HITERRA REEHER PITERIRS
%1 a2
- == RIEHFE - - RIEHFE

FHIERSE RERITER FIMEIERSH  REAITER

[EEhERHIE [BEhERIHTE

HAFPREIFEE HMAFREEH

P P
w AP B W AP
I ||

I/OIRE121F I/OIRE121F

Pl 4.1 2 S BE P

Figure 4.1 Implementation of Function Invocation

\ R \ R
MBFHHTHS RBRFTER MEFHATHS RERTER
| \ | \

Coolllococcococoocococoooc
.

Braa<, fhor R oy 2 S E A T L TR ARG S A LIRS . i
M, B ICTR B RN BAR R R oz AT, R i A QR AR 2 T 4 — %2
L, M SE B ) T A SRR ) A

2RI R S8 S s AR, 2o s QI — X L R 4
EIE, AR QI ES R TR i3 shas AR e i A5 b i e ) B0 E b 2
Ja, REHRE SR P PG R KRS BE AR ShdsibriER A, RS 1 s BT 5¢
I PRI b R AR [ 25 AUBE AR . TR R T AR B A A
TSI, B A ) AR R I U i, TR BN M 20, RIRMEAR T BRaR
A BT A o

b T AT R A, BRI AR T ER 2 sh SRS IR A BIEhBE . 4 AP
iy 4 EIERCE )2 ORI A BRI EHT 5 2, S BB SR E A7 SO R S
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TN R FR AR B SRS R AR S WA SO R AL TR, I THER
2 HIA A TE NAFHCEIIE S R Al VO TR A7 B il i e T3 A s
i, RGUICHET A BGE N SERE A S EA T R A, RV AT R I A] A 52
ISR PR BRI AT PRALE P 7 IR ] SR ) S IR AR R

N T B AR T SHEA R B R R A S IR BE RERE . ARG A MEE
R P ZE e A K SR o 24 24 AR B P 4 B TP O R AL B Rl AQBEE
FEFE SR iR & B S PE AT ZEREIRIRAS el A AR G B a0 2k s e AT o
AR SRR WA ERS R R 07 SN EE, IR 28R B S A J0 1 K el iif
SRIGGHIPT B 2 AR AL BEAS R, 00 TRk BT SCUM I S S T R BTN 2
HC 3 v 1 PO AR A 5 L S AP IR B B BT, A S TR AL N SR 26 A7 IR
#15 VO I LIS A 1 F e 1 = R s f T AR A

4.2 BITH=FiFS#ESH

BATH SRR AR O B AR FEAME O P R R A PRI T, B P AR
HSCRF SR, R e SRk R n] BB EE E 1 B N A R SRR R, AT RS
VMR SREAVIIEIR , $2T1 VO PERE. Wik, AN SCRHETTITSFP bR SC Bl A
— A runtime_daemon. so, %[ H)EEhERATE B E0US 30 BN
VIt P RECAR B L= main. so, TEESNERIERRE T dlopen Hl
dlsym #ATSIESMEBIN . BT H PRS2 T SE e A T7E [ —EREZS [A] 1y
HAF S R shan it AR S e 52 i, P P eR B 0 il SO ERE T TR
P DA TOAE D B 5 1) B A8 SCSC B 24 4 L

TENREVIR AR b, A ORI A mmap Hl munmap ZGETH I 2k 52 B0 A7 H 3C
FNANEEES . mmap REISRFRERE L0 SCURBLS 2 SRR 1 Mk 25 1], 45X SCff
(1175 17 ] DA 203538 1 AR S SE A, T G R BRI i & WAZAS I read B write
RGP . munmap W T7ESCHA TR 225 B U7 I RS LSS, RO 1 1) K 4D kb,
HEZS R EE T o FEB AT SFP IR SE B, SO TCEC AN VR BEAR S Fh O P S 4
P, T B IR RS e AR D SE A, R R T — R R N A SR R
5.
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42.1 <@

H BN LI T R 5 S a S EHERORI S & . B, B3l T
BN PR BB AT SR HAR, JE Sl s R o T —HH S hRE C PR R 44 1 e
¥, il open. read, write, lseek, mkdir fll close 5. 4 'K E main. so
B dlopen FEBhAF IR, JEPERXTIX L8 APT (%8 B 1 ST A 21 s sh 25 2h AR
TR AL, A glibe SRALRY A .

XL PR EL AT AT R, BT ERAT RGN, 2R A
BT B m TSR S Y exec_open, exec_read., exec_write,
exec_lseek, exec_mkdir. exec_close Z R, Baigs B B3 B
dlopen MN#EEfTHSFIP AR 3 S8R E runtime_daemon.so, -/ dlsym
K FR R EAE AT ORAT T2k I, ARk B R P R g SO R, #R e
i AN = EIE il el SRV =N G R 23t S VR & i DR B R v ol i 9 2 N [T
TG — B S TR PR

N T AR U R Yk, 5 shde e i gm0 R e i 0 4
A Rl Tk . i ONLY_IN_DISK Al ONLY_IN_MEMORY %% H] DAYE S
IR T8 Al AL GERE R SCIE R G IR R B B WA SO R e, B8 TP R
PR AR TEIBATI, B Bhde IR B USRI it il BTG W SO U B, DAGE
FRAE AT AR R R L4 2 EL S R BT O 5 233 K mheofs ST BRI Ao
B NAE, 5T VO R SEm T NAF SRS . TEA MR, JEahdsit
FEIR S TE G 2E K R sh BN I AR, @ s THrsr 3 AR rd B A O R B00t
WA -5 SCEDT AT N A TR S LSRR B

422 AMEEESTH

R T ARUE N AF SO R GEAE S BN B[R] I S S i B N A7 R, 1 AT IR SF
HRRNFEE B T HT /proc XM ARG NAEIFENLH . Linux NAZH B3R TE
/proc/ [pid] Hg NP TSI, H statm SCUH TR ERR R N A7
FAE L o BB I IR AR5 pid, B2 /proc/ [pid] /statm BRI RAGLANPAZS
TR B size.resident .shared.text,lib.data fl dt . S PFEHNE
e BT « A P B BRI B, SUR/INAT A sysconf (_SC_PAGESTZE)
R

ARG, ARECE R —AFE resident AN EREYINAE 5 I RYTEIR
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#¢4.1 Linux /proc/[pid]/statm % 7Bt Y
Table 4.1 Fields of Linux /proc/ [pid] /statm

FBA & 51

size PERE RN AN, R 24 i L S A 12 5 A i 400 ki 25 1)
HRRLE TR, A 10 A S B (o 1 Bl e X

resident FFREIFEIENAFIR/D, Fm Y4150 bR EAEY EE A Y
TR, WARASEL. BB, . HPASGE N mmap BUSTRY
AT

shared 5 HABERR I Y B v R, A AR B
S, B2 A UERERIS A .

text HEFL 1 B LB (text segment) (9T, 1% 1 R4
A RSCRALR, R AR P L.

Lib SRR 1036 S P RIS B DU, RS RERE S, th A
HERLAE S,

data HERRALA L BRI R IR TR, B 4 RS A i
TIBCRT G LA SRS AN JE S A

dt SR SHERA BN IR, — B S S A R AR 2K
R ER R 7 o B T U s

T resident T A T A SL a1 Y3 N AERY L, BHENAE S RG0S mmap
JEEST ) SCAT LS DX S, [R) MG B R 6 A TR A At S A 224 i AL SR R G R 3 A ) e
J1o BATHESFAPIERE NP N FEIE BLas SRR 2 R R /proc/ [pid] /statm,
FHENTIF RN resident (5T NIRRT O 46 0 33 FE N F7 o5 42
B FE R, PR A — A g SO PIE A A RS, R A A
HAUR AR b, DA RIREAR A 5 AR FE . XHE, A SCH R G RE
i Jy OSBRI IR IR P71, IR BEAE 2 R A A 2 H P 5 50 R 4R R R e I N
FESIE) N

423 AEXHRFEH

N TR SO R R E E BN e, e KRBT I ST e R RS2 3 T
—ERBRNF MRS, HAZOH inode 6. SUATCEUE S5 14 RIS A5 L HEEAA 1t
WAE S RGOSR E Ha (LB /tmp) NEISCHEAERL, DABRIE 2 A b
Ve BREEEBINE, BTSSP i@ T init_root_inode BEMR inode, FfRFHEE
RIEER /tmp. JFEAIREEE] exec_open iKET, HJeaTE4 R inode £l
B AR WEREANFAEXT N H , WFEAL B SREAFERN A T A1 EHY inode
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HRIAF L —A file_info_t &5#), HITCR S MAH XA 21T E R .

N RG> inode FZAAAE Ul H SRR A AR G S, FiE
RS KBRS TR . AR inode FoR R H R, H file #5Eh=S; e
W, W file $51A—A> file_info_t F5H. G & BSE N SUHIIA ST
disk_fd, HTFELERTEZ0E M 5 flags, offset fl file_size
B, HTYErT e YaisS A AR S K MR —4
place bRaGHER U HIGE A ALE (NAARZRERL) . — DR WL A2 Iy 8
in_memroy_content KHAKHEE mmap_len, DA [EZEI A7) B F BUFIHC K
JEDSR TR B I (. 2R, AT SO R G I 4 X — 42 ) inode AL
TORIEEAL, LB T IO A O S T A L

LSRR E 2 5E B N AF I, exec_open_memory 2 T TR H A ARG 2]
AR hEZS A . BB 2 B2 R _ open TH AT R SE PR RO RS SO, AR
e NE AT R #EN O_TRUNC ARii A K SCHEA i@ B A Ff AL HT R, Xt
mmap_len FEATIGE : RT 75 2R Wl IR N A B9 R A SO, T3 DA i SR/
WG s R m s SofE, WS JEi G frruncate FEICRY R E ) A
REER, WMBA RS RN RGN ERRKERGEE, BTt
PR mmap K% SR — DG W S AR XK, FHRFaR [ F 5T R AT
in_memroy_content FEH ., MG EAE, HidTE exec_read_memory
offset fl file_size WWHEMBLKEE, SRIGTEM 48 Zoh KB NAFEZ AT
memcpy BIA]5E . BEAENYTE exec_write_memory HHARYE S HIIRFE MG ALK E
HAEBER X, RSN S WA E . SEaET RETHAIE VO A
[, X —d e e te A WA DLse i, RAE it h W e il 5, K
REEAR THE I read/write kAT .

AN HFE TGN, S0 RGENAEE RIS, P A AT pAE i
scheduler_file_out FE R SCHEMNAET 7. ZAFESTHH munmap f#
W50 SO LSS, 35 SO place FRICAMERARES, MO T 2ER SO DT 2
Y)#e 2] exec_open_disk., exec_read_disk fll exec_write_disk £ E.
e 4 inode I}, IZTHSSFPHFRRIA Sl Ftruncate RERLA SO S 2 4
KB file_size, PARIRZ BN BCER SEBR AT 0 EFR 25 TR], PRUERGS: L
NS B A R R — 2

N TIEAREE R Z A S Z B NAE S, s T SFr AR e 1o T4
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B R RO T 480t 24 1 WAF SO AR GE ) S R RS RN e R BE X 4o B, i aed s [y
inode FATSFA SCAFZ A/ G, w ARG TE 24 5 A P SO i R il
IFIR)RE, AT DATE 5 P SCAF AT T SCPEZ IR0 Se e £ 2 i) 8] b e, A i B PRAIEFA
R R AT RE AE AT, SRR — SCPFAEREINT R N SO o 45 SO T
/proc/ [pid]/statm NAFIAENLH], WA SCIERGAERBERTERE VO (IR, BE
5 2 7538 BEA R i Y A7 BRI C L, 7 22 U R 500 R 22 A S8 PR Er R B DA
A AR E P

4.3 FAPEHEEECH

TESCHUZTE , 7RV R AR I LA + B + 2525 PE R
R BN . FEEEWH S L, REE— LTI SR
FEilgs , AR HERE P T B S AP S s S, 3k LE S B AN [ R A AR 1
AR B (Widate. RECRETFG . MBS R AR Z ey ik %) . gt
XA, RGN R — MR IE Y, T ilRiZ A4
PRGN FFBCER . MRl B BT D7 SRR - A B B R N5 S, RA
T 5 AR 2 R AR X A . SR I BAPTR . T RSBy, A
P& PRAS ] DAYE BRSO AL 3l SRR R A an i N AE BB, SE3T sl A P ek 2
SEBI AR B N AT =

TR BT O, PSR N DR E T — 1 Poolltem 45y, AT
iR AR TR . AR, PoolItem HHlsk TAHRAFR. XJ A Docker
PRI BILE IAERR ] Mini s S4BT FERR B Muow , DAL S RFAE 23 AT 75 21 1 R 41
R WAEH i Unax FIEBKR ST TR Fraxe A T TR Z MR, REFHES
ras s 240 11 ok, RIFENFTE TR A 1.1Unw 5 1.1Fpa . Hh, Poolltem
WAER T BRI - —TRKiC S Y H A e I MR A A 2 R T 2D WAE, S —Tkid
S BT EAEMIBLEZRZREA T 2/ D NAT . B X SRS i, PSP gs vl ATEAT
I 2RI B S A5 1) 2 58 N AE EBR DA R e BRI A 4D, RSS2 WA Rl 22 4
PRAF AR B

ET B, BB B T A 25w X 2 WA~ B2 5 s 40 Tc v .
YA T USSR BIRHE AT R S, PR add_to_pool #iK,
FRARE B AR 5 “BETT I N AE + SCIFRR R Z R K BRI ZE Q2R 11 U+
L1 Fpax B3/ NT Minie (BI/NT 0.9Miyi ), MRZZEESHAN “PIAFERT, IMANCE]
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‘ Fria |
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4R InitMessage 4 mInvokeMessage
v
EH4BAT
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Figure 4.2 Tenant Manager Flowchart
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M, JEZER DA AR B AR R AR AR 11 Unex + 1.1 Fpae KT Minie, WHZ AR
ALy < PIAFREER A7 Be it , 7 R B0 I 55 S A A 885 A BN AT b T
WE Z P AR B B, RIMAAER—N, WASHWNELE. BT R
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Table 5.2 Workloads and Their I/O Intensity
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Figure 5.1 Impact of Memory Limit
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Figure 5.2 Impact of File Usage Size
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Figure 5.3 Impact of File Operation Times
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